University Course Timetabling Using a New Hybrid Genetic Algorithm
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Abstract—The university course timetabling problem (UCTP) is a classical, old and famous problem in the field of optimization problems. The purpose of UCTP is to schedule a number of events (courses) in proper timeslots and suitable rooms. In this problem, there are some hard and soft constraints. A feasible timetable must satisfy all hard constraints. In addition, each soft constraint violation causes a penalty. As far as UCTP is an NP-complete problem, it is reasonable to use population-based metaheuristic algorithms and evolutionary algorithms (EA). Although various methods have been presented the best results are referred to as hybrid evolutionary algorithms (HEA) and metaheuristics. The proposed method is a hybrid genetic algorithm (HGA). In our innovative HGA, the initial population which comes from evolutionary algorithms (HEA) and metaheuristics. The results were compared with other available ones using the 11 datasets of Socha et al. The results were promising and showed that the proposed HGA method is a good method to solve UCTP.
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I. INTRODUCTION

In the timetabling articles, there are various definitions for UCTP. UCTP is a multi dimensional problem in which teachers, students and courses are assigned to timeslots and located in suitable rooms [1]. Because human timetabling is a sophisticated job, and in many cases it is impossible to create proper timetables, it has been about five decades that researchers have been working on automated timetabling [2]. Since 1962 when Gotlieb presented the first article about this problem, many articles have been offered in different journals [3].

Since UCTP can be reduced to a graph coloring problem, it is an NP-complete problem [4, 5]. Consequently, it is reasonable that most of the attempts to solve this problem are affiliated with population-based approaches (e.g., ant colony optimization [6-9], bee colony optimization [10], and particle swarm optimization (PSO) [11, 12]), evolutionary algorithms (e.g., genetic algorithms (GAs) [13-17], memetic algorithms (MAs) [18-20]), local searches (e.g., hill climbing, variable neighborhood search (VNS) [21, 22]), metaheuristic methods (e.g., harmony search algorithm (HSA) [23], great deluge and simulated annealing [24]) and heuristic-based approaches (e.g. tabu search) [25], etc.

Among above methods, HEA and HGA are the most interesting approaches because these algorithms use both properties of global search and local search. In fact, HEA and HGA use both exploration and exploitation ability of global and local search to find proper timetables in search space [23]. Having taken these reasons into account, we used an HGA method to solve UCTP in this article.

In our HGA method in this paper, there are some innovations. A new formula has been designed for selection operator in HGA to prevent premature convergence. Red-black tree data structure has also been used to reduce the time complexity of our algorithm. Moreover, a new concept is introduced named group of timeslots (GOT) and with GOT a new crossover algorithm has been innovated.

In the last decade, three famous timetabling competitions have been held [23]. The first one was held in 2002 (TTComp 2002). The second one was held in 2007 (TTComp 2007), and the last one was held in 2011 and continues until 31th August 2012 [23]. Metaheuristics network (MN) institute, created 11 datasets defined as Socha dataset, with the same format as TTComp 2002 datasets. The Socha dataset, is divided into 5 small, 5 medium and one large dataset. Socha dataset has the most famous one among other datasets in UCTP [23]. Besides, it offers a clear and simple definition of UCTP. Many articles compare their results with this dataset (e.g. [3, 6, 13]). So for those reasons, we used the definition offered from Socha dataset.¹

The paper is organized as follows: The next section describes the university course timetabling problem. Section III describes our HGA method. Experimental results and Comparison between other literatures are presented in Section IV. Section V devoted to conclusion and future works.

1 For details, see http://iridia.ulb.ac.be/~msampels/tt.data.
and each room has a size. A feasible timetable is one in which all events have been assigned a timeslot and a room so that the following hard constraints are satisfied [23]:
- No student attends more than one event at the same time.
- The room is big enough for all the attending students and satisfies all the features required by the event.
- Only one event is in each room at any timeslot.
In addition, a candidate timetable is penalized equally for each occurrence of the following soft constraint violations [23]:
- A student has a class in the last timeslot of the day.
- A student has more than two classes consecutively.
- A student has a single class on a day.
The goal of this problem is to create feasible timetables (remember that feasible timetable means there is not hard constraint violation in it), with the lowest penalty (that occurred from soft constraint violation).

III. A HYBRID GENETIC ALGORITHM FOR THE UNIVERSITY COURSE TIMETABLING PROBLEM

In our proposed HGA, timetables are created from hybridization of genetic algorithm and hill climbing. The details of each operator and section will be discussed in the following sections. The used structure to store timetables is red-black tree. This causes the reduction of time complexity and better performance of our algorithm.

A. Initial Population

The initial population is created from three heuristic functions and random shuffle order of timeslots. First, events are sorted according to the numbers of suitable rooms that can be located on them. If an event has less suitable room, this course must be scheduled first. Actually, the first heuristic is minimum remaining value (MRV). The second heuristic is degree heuristic. According to this heuristic, events that have more conflict with other events must be scheduled sooner; indeed, an event that has more conflict with other events causes much more constraint to the other events. Thus, these events must be scheduled sooner. Note that the priority of MRV heuristic is greater than degree heuristic.

After choosing proper order for events (according to MRV and degree heuristic), we must assign suitable rooms to events. For this purpose, least constraining variable heuristic (LCV) is used. This heuristic functions in the way that, in the process of assigning room to event, first a room is chosen that has the least constraint to initialize other events. In other words, first the possibility of each room to be used by several events is evaluated. It is crystal clear that the more events exist, the less constraint the mentioned room creates for the problem. Hence, in each event’s room domain (i.e. the suitable rooms for this event), it’s better that one room that creates less constraint on choosing other events, be allocated to the mentioned event. This causes the other event’s domain to get empty later. It is worth mentioning that by using these heuristics, a feasible timetable for small and medium datasets was created.

One of the most important factors in the improvement of GA function is the diversity of initial population [26]. For this purpose, we use random shuffle order of timeslots to create feasible and diverse timetables. In this approach, permutation of timeslots while putting events into timetable is used. This causes much diverse timetables to be created.

Consequently, in this section by integrating random shuffle order of timeslots, MRV, degree and LCV heuristics a proper and diverse initial population for GA could be created.

B. Structure of Chromosome

In this design, each chromosome is a timetable that includes events, timeslots and rooms. In essence, in this structure, a matrix with rows that are rooms and columns that are timeslots exist. Events can be scheduled in the entries of this matrix. An illustration of chromosome structure is shown in Fig. 1.

For example in Fig. 1, the math event is located in timeslot#0 and room#0. The empty entries show that in the timeslot in that room no event is held. For instance, in Fig. 1, the entry with timeslot#0 and room#1 is an empty entry.

C. Selection Operator

In order to select proper parents for crossover, a rank based selection operator is used since in rank based selection method, selective pressure can be adjusted while the algorithm runs. Selective pressure is defined by dividing the probability of selecting the best chromosome into average probability of the other chromosomes [27]. By adjusting selective pressure, premature convergence of GA could be prevented. Rank based selection is divided into linear and nonlinear categories [28]. Nonlinear ranking operators function better in comparison to linear ranking operators because in nonlinear approaches the probability of chromosome selection for crossover is distributed in a nonlinear way. This causes selection probability of appropriate chromosomes to be higher than the selection probability of inappropriate chromosomes in a nonlinear way [29]. For this reason (1), which is a nonlinear formula, was innovated in order to select proper chromosomes for crossover.

\[ P_i = \alpha (1 - \alpha) \frac{\text{rank}}{\text{popsize}} \]

(1)

In (1), the selective pressure is controlled by \( \alpha \) parameter. Rank, is the rank of chromosome \( i \), among other chromosomes based on fitness value. The best chromosome rank is considered zero and the worst chromosome rank equals to popsize-1 (popsize is the size of initial population). Also 0<\( \alpha <1 \).

D. The Used Data Structure to Store Individuals

Using the appropriate data structure in most cases can reduce the time complexity of an algorithm. By considering the points mentioned in the selection operator section, chromosomes should be sorted in each iteration of GA. Sorting chromosomes in survivor operator is also needed.
We came to the conclusion that red-black tree data structure is a good choice to store chromosomes since red-black tree is based on binary search tree (BST). As a result, it can hold data in a sorted manner. In addition, by considering the fact that the height of red-black tree is O(lg n) (n is the number of stored data), the insert and delete functions operate in logarithmic time [30]. Thus, using this data structure reduces the overhead of sorting chromosomes in each iteration of GA.

E. Crossover Operator

By using the two selected parents’ data in selection operator, one chromosome is created as a child. In general, if the structure of chromosome in GA is block by block, then in crossover operator it could be used and each chromosome’s properties could be used well. Therefore, in the proposed approach, the structure of chromosomes was smartly taken into consideration. For this, in each chromosome structure a concept named group of timeslots (GOT) was innovated. As a matter of fact, each GOT is a gene that is considered a block. Each GOT has 9 timeslots. In other words, each GOT is a working day. Because all soft constraints are related to a working day, we introduced GOT. In order to incorporate each event into timetable, two values must be assigned (timeslot and room). The presence of these two values made designing the structure of chromosome as a block a complicated matter. It must be noted that a block design of chromosome and the crossover operator, which will be discussed, is innovative. The idea of this crossover cannot be found in any articles related to UCTP. Before designing crossover operator based on GOT, a criterion for the superiority of GOTs must be considered. It is clear that the more events existing in a GOT and the less fitness value (violation of soft constraints that occurred into a GOT) of GOT, the better a GOT is. By using GOT courses and Fitness value of GOT, the below equation is designed.

\[ \text{GOT}_{\text{goodness}} = \text{GOT}_{\text{Courses}} \times (\alpha - (\text{GOT}_{\text{Fitness}} \times \beta)) \] (2)

In (2), GOT_Fitness and GOT_Courses represent the fitness value and the number of course that are placed in a GOT. \( \alpha \) and \( \beta \) are two parameters that can be changed and this change indicates the importance of events that are in a GOT and its fitness. Experiment results show \( \alpha=500 \) and \( \beta=50 \) are proper.

Now the operation of crossover is explained in details. At first, the best GOT between GOTs of parents, that were chosen before, are selected and put in the child. The best GOT is a GOT that its GOT_goodness is more than other GOTs. Then, the events that were placed in this GOT are omitted from each parent and GOT_goodness value of each parent’s GOT is updated. The same procedure is repeated until a new child is born (until each GOT is valued; for example, if five working days are available, this procedure ends when all five days are valued, and the best working days are incorporated in the child’s timetable). After the end of this procedure, if there is any event left in the parents that are not placed in the child, those would be placed in the appropriate place in the child’s timetable.

The crossover that is designed for this problem uses the parent’s data in the best way and creates a very good new child. This crossover guaranties that the new born child would not violate any of the hard constraints, and all existing events can be found in it. The pseudo code of the crossover operator is shown as Algorithm 1.

F. Mutation Operator

The purpose of this section is to create a mutation on chromosomes so that chromosomes would get away from local optimum and the algorithm converges to global optimum. The proposed mutation operator consists of three various parts, denoted as M1, M2 and M3. They are described as follows:

M1: in M1, one of the events that have caused violation in the timetable is randomly conveyed to one of the proper timeslots of that event. The proper timeslot is a timeslot in which the mentioned event has no conflict with other events. An illustration of M1 operator is shown in Fig. 2. In the hypothetical timetable present in Fig. 1 the PL event has caused penalty. In Fig. 2, there has been a change in the timeslot of this event.

M2: in M2, one event is randomly selected (an event that has not caused violation) and is conveyed to another timeslot. An illustration of M2 operator is shown in Fig. 3. In this section, it is assumed that in the timetable present in Fig. 1, the event AI has not caused penalty, but in M2 operator it has been randomly selected, and its timeslot has changed from timeslot#1 to timeslot#2.

Algorithm 1 Crossover operator

\begin{enumerate}
\item Let C as a new empty chromosome (New Child)
\item for \( i = 1 \) to \( D \) do \\
\( /D \) is the number of working days \\
\item sort GOT of \( P_1 \) & \( P_2 \) as \text{GOT}_{\text{goodness}}
\item choose the best GOT from above and put it to C
\item remove courses in best GOT, from other parent's GOTs
\item update \text{GOT}_{\text{goodness}} of parent's GOTs
\item end for
\item if remains any courses that has not put to C then
\item put them to proper timeslot in C
\item end if
\item return C
\end{enumerate}
M3: in M3, an event is randomly selected and its room changes in the same timeslots in which it is located. An illustration of M3 operator is shown in Fig. 4. In this section, it is assumed that the event math has been randomly selected, and its room has changed from room#0 to room#1.

![Figure 2. An illustration of M1 operator](image)

![Figure 3. An illustration of M2 operator](image)

![Figure 4. An illustration of M3 operator](image)

G. Hill Climbing Algorithm

Up to this stage, the created child from the crossover section has also been mutated. In this stage, the hill climbing algorithm is exerted on the child with $P_{HC}$ probability. The proposed hill climbing algorithm consists of three neighborhood structures.

Neighborhood structure1: in neighborhood structure1, each event existing in the timetable is conveyed to another appropriate timeslot (a timeslot in which no event conflicts with that event).

Neighborhood structure2: in Neighborhood structure2, events that are in conflict with each other, if possible, are swapped by one another.

Neighborhood structure3: in Neighborhood structure3, two timeslots are swapped by each other i.e. all existing events in those two timeslots are swapped by each other.

All the mentioned movements are only accepted on the condition that they reduce the penalty of timetable; otherwise, they are not accepted.

H. Survivor Operator

In the proposed HGA, the size of population in each stage is constant. The inappropriate chromosomes are removed from the population and then the new offsprings are added to the population. It must be noted that the number inappropriate chromosomes is equal to the number of the created offsprings. In addition, half of the chromosomes are always kept in the population in order not to lose the final result of the problem.

I. Stop Criteria

The mentioned algorithm continues up one of the stop criteria conditions in which a timetable with zero penalty is created or the number of iterations of HGA reaches the assigned limit. The final pseudo code of the proposed HGA is shown as Algorithm 2.

IV. Experimental Results and Comparison with Other Articles

The proposed HGA method was programmed in GNU C++ under Windows 7 on an Intel core i7 processor with 6GB of RAM. Our HGA was tested on the renowned Socha’s datasets described in section I.

---

**Algorithm 2**

The proposed hybrid genetic algorithm (HGA)

Hybrid genetic algorithm
1. Call Hill_Climbing algorithm to all of individuals
2. for $i = 1$ to number of iterations do
3. if best chromosome in the population reached zero penalty then
4. terminate HGA
5. end if
6. call Parent_Selection operator()
7. $C \leftarrow$ call Crossover($P_1$, $P_2$)  //Note that $P_1$ & $P_2$ are parents that come from Parent_Selection operator
8. $MC \leftarrow$ call Mutation($C$)
9. choose $r \sim U(0,1)$  // $r$ is a random number between zero & one
10. if $r < P_{HC}$ then
11. $HCMC \leftarrow$ call Hill_Climbing($MC$)
12. end if
13. call Survivor_Operator()
14. end for
The characteristics of these datasets are shown in Table I. Table I introduces the features of each dataset. Remember that in Socha’s datasets there are 5 small instances, 5 medium instances and 1 large instance. The parameters set to our HGA are presented in Table II. The term “size of mating pool”, in Table II means in each iteration of our algorithm, 10 individuals are selected to crossover and by these 10 individuals, 5 new offspring are created.

We produce our best results over 3 runs, and it takes approximately 20 hours for each dataset. The best results of our algorithm are shown among 10 other article’s results in Table III. In Table III, the term “%In” represents the percentage of runs that failed to obtain a feasible timetable. In addition the best results for a dataset were represented as bold font.

The results show that our HGA can produce feasible timetables with zero penalty for all small datasets, which is the simplest dataset, similar to many other articles. Also in sequence of medium1 to medium5 datasets, our HGA is placed in rank 2, 4, 1, 2 and 5.

Unfortunately, our HGA cannot produce a feasible timetable for large dataset. The best result for large dataset in HGA was a timetable that violates 5 hard constraints.

V. CONCLUSION AND FUTURE WORKS

On the whole, it could be concluded that the obtained results in comparison with the other articles results existing in this field are promising. Regarding the medium instances, our HGA’s convergence rate is better than that of others.

As it can be seen in Table II, the results are achieved just by 200 times of iteration of proposed HGA. On the other hand, in HEA method presented in Table III, a method based on hybrid evolutionary algorithms, the number of iterations of HEA is 200000 [20]. It must be emphasized that our method considering its great convergence rate can be a suitable approach in order to solve the UCTP at a reasonable time.

Unfortunately, regarding the large instance, our HGA was not able to produce a feasible timetable. Our method like six other approaches in Table III cannot produce a feasible timetable for large instance. The inability to produce a feasible timetable in the large instance could be considered as the major problem of our algorithm.

Overall in this paper, new ideas such as the use of red-black tree to store individuals and a new crossover operator for this problem which cannot be found in the previous articles were presented. Hybridizing hill climbing algorithm and GA has also improved the efficiency of simple GA.

TABLE I. CHARACTERISTICS OF SOCHA’S DATASETS

<table>
<thead>
<tr>
<th>Class</th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of events</td>
<td>100</td>
<td>400</td>
<td>400</td>
</tr>
<tr>
<td>Number of Rooms</td>
<td>5</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Number of features</td>
<td>5</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>Number of Timeslots</td>
<td>45</td>
<td>45</td>
<td>45</td>
</tr>
<tr>
<td>Approximate feature per room</td>
<td>3</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Percentage of the feature used</td>
<td>70%</td>
<td>80%</td>
<td>90%</td>
</tr>
<tr>
<td>Number of students</td>
<td>80</td>
<td>200</td>
<td>400</td>
</tr>
<tr>
<td>Maximum events per student</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>Maximum students per event</td>
<td>20</td>
<td>50</td>
<td>100</td>
</tr>
</tbody>
</table>

TABLE II. PARAMETERS OF HGA FOR TEST

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Small</th>
<th>Medium</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size of Population</td>
<td>50</td>
<td>10</td>
</tr>
<tr>
<td>Size of mating pool</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Number of Iterations</td>
<td>50</td>
<td>200</td>
</tr>
<tr>
<td>P_{sc} (in hill climbing algorithm)</td>
<td>0.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

TABLE III. COMPARISON OF 11 DIFFERENT ALGORITHMS ON SMALL AND MEDIUM INSTANCES

<table>
<thead>
<tr>
<th>Datasets</th>
<th>VNS</th>
<th>THHS</th>
<th>LS</th>
<th>EA</th>
<th>AA</th>
<th>FA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best</td>
<td>Best</td>
<td>Median</td>
<td>Best</td>
<td>Median</td>
<td>Best</td>
<td>Median</td>
</tr>
<tr>
<td>Small1</td>
<td>0</td>
<td>1</td>
<td>8</td>
<td>0</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>Small2</td>
<td>0</td>
<td>2</td>
<td>11</td>
<td>3</td>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>Small3</td>
<td>0</td>
<td>0</td>
<td>8</td>
<td>0</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>Small4</td>
<td>0</td>
<td>1</td>
<td>7</td>
<td>0</td>
<td>1</td>
<td>17</td>
</tr>
<tr>
<td>Small5</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>Medium1</td>
<td>317</td>
<td>146</td>
<td>199</td>
<td>280</td>
<td>195</td>
<td>243</td>
</tr>
<tr>
<td>Medium2</td>
<td>313</td>
<td>173</td>
<td>202.5</td>
<td>188</td>
<td>184</td>
<td>325</td>
</tr>
<tr>
<td>Medium3</td>
<td>357</td>
<td>267</td>
<td>77.5%In</td>
<td>249</td>
<td>248</td>
<td>249</td>
</tr>
<tr>
<td>Medium4</td>
<td>247</td>
<td>169</td>
<td>177.5</td>
<td>247</td>
<td>164.5</td>
<td>285</td>
</tr>
<tr>
<td>Medium5</td>
<td>292</td>
<td>303</td>
<td>100%In</td>
<td>232</td>
<td>219.5</td>
<td>171</td>
</tr>
</tbody>
</table>

Legend:
HGA: our hybrid genetic algorithm
MA: The memetic algorithm approach by Jat et al., 2008 [3]
RIIA: The randomized iterative improvement method by Abdullah et al., 2005 [31]
HEA: The hybrid evolutionary algorithm by Abdullah et al., 2007 [20]
GBHH: The graph based hyper heuristic by Burke et al., 2002 [34]
VNS: The variable neighborhood search by Abdullah et al., 2005 [33]
THHS: The tabu based hyper heuristic search by Burke et al., 2003 [25]
LS: The local search method by Socha et al., 2002 [6]
EA: The evolutionary algorithm by Rossi-Doria et al., 2002 [34]
AA: The ant algorithm by Socha et al., 2002 [6]
FA: The fuzzy algorithm by Asmuni et al., 2005 [35]

In the future, the combination of backtracking algorithm and the initial population creator algorithm described in this paper could be used to improve the results of algorithm.
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